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Motivated by the phenomenology of underdoped cuprates, we study a modified Ginzburg-Landau theory
which describes type-II superconductors with reduced phase stiffness. The theory is characterized by three
length scales: the penetration depth, �, the amplitude coherence length, �, and the phase coherence length, ��.
Within the modified theory, we solve the single-vortex problem and calculate both, the lower and the upper
critical fields Hc1 and Hc2. We also present an approximate calculation of the equilibrium magnetization curve
M =M�H�. Our results explain the difference in scaling of �−2 and Hc1 with the doping level in underdoped
cuprates. Further experimental tests of our theory are proposed.
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I. INTRODUCTION

Within the conventional Ginzburg-Landau �GL� theory,
superconductors are described in terms of the macroscopic
wave function ��r� which represents the center-of-mass mo-
tion of the Cooper pairs.1–3 Being a complex function, ��r�
can be written in terms of an amplitude field f�r� and a phase
field ��r�

��r� = ��f�r�ei��r�.

For future convenience, we have normalized the amplitude
field f�r� so that in a homogeneous piece of a superconductor
in which ��r�=��, we have f�r�=1.

The macroscopic wave function ��r�, together with the
distribution of the magnetic field which is described by the
vector potential A�r�, are determined by minimization of a
free-energy functional �F=�d3r�F���r� ,A�r��. In the vicin-
ity of the transition temperature Tc, the conventional GL free-
energy density �F�r� can be written in the amplitude-phase
language as

�F =
1

2�0
�� � A�2 + �Fs,

�Fs

�0Hc
2 = − f2 +

1

2
f4 + �2��f�2 + �2f2��� +

2	


0
A�2

, �1�

where Hc is the thermodynamic critical field and � is the
coherence length. Note that the penetration depth �0 is not an
independent parameter since it is given by

�0 =

0

2	�2�0Hc�
. �2�

Instead of the independent variables Hc and �, we could have
parametrized the theory by two length scales, � and �0.

The crucial point to observe in Eq. �1� is that the ampli-
tude fluctuations are equally expensive in energy as the
phase fluctuations, both being measured by the same coher-
ence length �. The key idea of the present paper is to remove
this constraint and to introduce two different coherence
lengths: one for the amplitude, �, and one for the phase, ��.
In doing so, we are motivated by the physics of underdoped
cuprates, where it is often assumed that amplitude fluctua-

tions of the superconducting order parameter are much more
expensive in energy than the phase fluctuations. A substantial
part of researchers even views the pseudogap region as a
superconductor with a well-developed order parameter but
without phase coherence,4–6 or as a somewhat related phase-
disordered liquid of resonating valence bonds, which roughly
may be thought of as Cooper pairs.7,8 In our language, they
assume that in the pseudogap region there exists a finite am-
plitude stiffness Hc

2�2 and, at the same time, a vanishing
phase stiffness Hc

2��
2 .

Instead of Eq. �1� we therefore consider the following
modified free-energy density:

�F =
1

2�0
�� � A�2 + �Fs,

�Fs

�0Hc
2 = − f2 +

1

2
f4 + �2��f�2 + ��

2 f2��� +
2	


0
A�2

. �3�

We have in mind the application of this theory to underdoped
cuprates in their superconducting state and we assume that
�� is much smaller than � so that the phase fluctuations
become cheap. Moreover, under approaching the phase tran-
sition, i.e., as T→Tc, we expect that the dimensionless ratio

s = ��/�

decreases and at the transition point ultimately s=0.
The free-energy density �F depends on three fields: the

amplitude field f�r�, the phase field ��r�, and the vector po-
tential A�r�. Minimization with respect to these fields yields
three modified GL equations

− �2�f + ��
2 ��� +

2	

�0
A�2

f + f3 = f , �4�

� · j = 0, �5�

� � B = �0j , �6�

where we have introduced a vector field j which is easily
recognized as the supercurrent density
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j = −
f2

�0�2�A +



2e
� �� . �7�

In the expression for j, we have introduced the penetration
depth

� =

0

2	�2�0Hc��

=
�0

s
. �8�

Note that our modified GL theory can be parametrized by
three length scales: �, �, and ��. Sometimes, especially when
comparing with the conventional GL theory, it will also be
convenient to use �0, �, and s as independent parameters.

The aim of this paper is to study the magnetic properties
of type-II superconductors described by Eq. �3�. In particular,
in Sec. II we numerically solve the single-vortex problem
and thereby we determine the lower critical field Hc1. We
also calculate the equilibrium magnetization curve M
=M�H� at fields slightly higher than Hc1. In Sec. III we cal-
culate the upper critical field Hc2 and we present an approxi-
mate result for the full magnetization curve M =M�H�. In
Sec. IV we summarize our results for the magnetization
curve in the limit s→0. In Sec. V we compare our results to
experimental data on the cuprates. We show that the experi-
mentally observed difference in scaling of �−2 and Hc1 with
the doping level in underdoped cuprates9–11 can be simply
understood within the modified GL scenario and we propose
further experimental tests of our theory.

II. ISOLATED VORTEX AND THE
LOWER CRITICAL FIELD

We shall study the single-vortex problem making use of
the cylindrical coordinates r= �r ,� ,z�. We assume that the
phase field ��r�=−� and A= �0,A ,0�. Furthermore, both the
amplitude f and the vector potential A are supposed to be
functions only of the radial coordinate r. Under these
assumptions, the modified GL equations can be written as

− �2� f� +
1

r
f�� +

��
2

r2 �1 − ��2f + f3 = f , �9�

�� −
1

r
�� +

f2

�2 �1 − �� = 0, �10�

where the primes denote the derivatives with respect to r and
instead of A�r� we consider a dimensionless flux threading a
ring with radius r

��r� =

�r�

0

=
2	A�r�r


0
.

Note that the second modified GL equation Eq. �5� is satis-
fied automatically by our ansatz and therefore it is not writ-
ten down.

The modified GL Eqs. �9� and �10� have to be solved
subject to the boundary conditions ��0�=0, ����=1, f�0�
=0, and f���=1. In the limit r→0 we can neglect both ��r�
and f3 in Eq. �9�. Looking for a power-law solution we find
that f�r��rs, i.e., the amplitude function exhibits a nonana-

lytic behavior near the origin. Our numerical data are in per-
fect agreement with this scaling. Since s�1, the region
where f is substantially suppressed with respect to the bulk
value f =1, i.e., the vortex core, is extremely narrow. Explicit
examples of the functions f�r� for a representative value of
the GL parameter �=� /�=100 are shown in Fig. 1.

A similar analysis shows that in the vicinity of the vortex
core, i.e., for r→0, the magnetic field scales as B�r�=B0
−cr2s, where B0 and c are constants. Numerical results
shown in Fig. 2 are again in excellent agreement with this
scaling. Note the sharp upturn of the magnetic field in the
immediate vicinity of the vortex core. We have studied the
dependence of the maximal field in the vortex core B0 on s
and � in some detail. Figure 3 shows that, in a wide range of
parameters, the following formula describes B0 quite well:

B0 =

0

4	�2B0; B0 =
1 − 3s2/2

s
+ 2 ln � . �11�

In Figs. 2 and 3 we plot the dimensionless magnetic fields
B�r� and B0, i.e., magnetic fields in units of 
0 / �4	�2�.

Finally, we have studied the lower critical field Hc1 within
our modified GL theory. To this end, we have to consider the
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FIG. 1. The radial dependence of the amplitude function f�r� in
the vicinity of the vortex for �=100 and two values of s.
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FIG. 2. The radial dependence of the dimensionless magnetic
field B�r� in the vicinity of the vortex for �=100 and two values of
s.
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generalized Gibbs free-energy density in applied field H,
�F−HB, and compare the Gibbs free energy per unit length
in the z direction in presence of a vortex, �Gwith=�d2r�F
−H
0, with its value in absence of a vortex, �Gwithout

=�d2r�− 1
2�0Hc

2�. The lower critical field Hc1 can be calcu-
lated by equating �Gwith and �Gwithout

Hc1 =
1


0
	 d2r
�F +

1

2
�0Hc

2� , �12�

=
	

�0
0
	

0

�

drr�B2 + �0
2Hc

2�1 − f4�� , �13�

=
2	�0Hc

2


0
	

0

�

drr�1 − f2� . �14�

The simplified Eqs. �13� and �14� can be derived by tech-
niques which are well known in the standard GL theory.1 We
have calculated Hc1 numerically using all three expressions,
Eqs. �12�–�14�, in order to check our numerics. As shown in
Fig. 4, our results can be fit in a wide parameter region by
the formula

Hc1 =

0

4	�0�2Hc1; Hc1 =
1

s�1 + s2�
+ ln � . �15�

From now on, the magnetic field H and the magnetization M
will be measured in units of 
0 / �4	�0�2�. The dimension-
less fields and magnetizations will be called H and M, re-
spectively.

Our next task is to determine the magnetization curve for
fields slightly larger than Hc1. We assume that a triangular
lattice is formed with a lattice constant a��. Following stan-
dard analysis,2 in this range of lattice constants we can ap-
proximate the Gibbs free energy as a sum of energies of free
vortices and of the vortex-vortex interactions

G�a� =
2
0

�3a2
Hc1 − H +

0

4	�0�2�
r

K0� 
r

�
�� .

The summation over r in the formula for G is to be taken
over all vectors connecting a given lattice point with the
remaining points in the vortex lattice. Minimizing G�a� with
respect to a, we find how B=2
0 / �a2�3� depends on the
applied field H. Since the magnetization is given by M
=B /�0−H, we can finally determine the magnetization curve
M =M�H�. Usually, one takes instead of the Bessel function
K0�x� its large-distance asymptotics and restricts the sum to
the six nearest neighbors of the given lattice point. We have
taken the full Bessel function and we have studied the con-
vergence of the resulting magnetization curve M =M�H� with
the number of shells around the given lattice point which are
taken into account in the calculation of G�a�. The result of
this procedure is shown in the inset to Fig. 5.

III. UPPER CRITICAL FIELD AND THE
MAGNETIZATION CURVE

The upper critical field Hc2 can be determined by closely
following Abrikosov’s analysis within the standard GL
theory. At Hc2, we expect that the magnetic field B is equal to
the applied field �0H, therefore we can choose A
= �0,�0Hx ,0�. Using the ansatz �=ky, Eq. �5� is trivially
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FIG. 3. The dimensionless maximal field B0 in an isolated vor-
tex as a function of s. The lines are plots of the formula Eq. �11�.
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FIG. 4. The dimensionless lower critical field Hc1 as a function
of s. The lines are plots of the formula Eq. �15�.
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FIG. 5. Approximate magnetization curve M=M�H� for s
=0.1 and �=50. The inset shows the detail of the magnetization
curve in the vicinity of Hc1. The low-field expansion described in
Sec. II is shown by the dashed line.
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solved. Moreover, since f →0, we can neglect the f3 term in
the GL Eq. �4�; thus we have to solve the equation

− �2�f + ��
2 �k +

2e�0H



x�2

f = f .

One finds easily that this equation has solutions for the larg-
est fields H, if the amplitude depends only on the coordinate
x, f = f�x�. In this case we are dealing with an equation for a
harmonic oscillator and it is easy to show that solutions exist
only for applied fields smaller than Hc2, where

Hc2 =

0

2	�0���

. �16�

As a next step, we would like to solve the modified GL
equations slightly below Hc2. This problem has been solved
by Abrikosov by considering linear combinations of the so-
lutions which are degenerate exactly at Hc2. We start the
discussion by first showing that our modified GL theory is
essentially nonlinear and, therefore, Abrikosov’s approach
cannot be easily modified to our case. In fact, let us first
observe that addition of complex numbers �=�1+�2 can be
easily performed if we express �1,2 in terms of their real and
imaginary parts; the real �imaginary� part of � is then simply
the sum of the real �imaginary� parts of �1,2. However, if we
express �1,2 in terms of their amplitudes f1,2 and phases �1,2,
the amplitude and phase of � is given by complicated ex-
pressions of f1,2 and �1,2. This suggests that linear superpo-
sitions of an infinite number of solutions may be useful only
in the language of real and imaginary parts. However, the
gradient term in Eq. �3�, when expressed in terms of the
wave function ��r�, reads as

��
2
�2��f�2 + ��

2 f2��� +
2	


0
A�2�

=
�2 + ��

2

2

��
2 −

�2 − ��
2

4
�
2
�������2 + �������2� , �17�

where �=−i�+ 2	

0

A. Note that the first term on the right-
hand side is quadratic in �, leading to a linear theory, but the
second term, which is finite for ����, leads to highly non-
linear gradient terms in the equations of motion.

Because of the above-mentioned difficulty, we have de-
cided to construct an approximate vortex-lattice solution of
the Wigner-Seitz type, which will be shown to be quite ac-
curate both close to Hc1 and to Hc2. Namely, we replace the
elementary cell of the vortex lattice by a circular disk with
radius d and inside the disk we look for solutions to the
radially symmetric modified GL Eqs. �9� and �10�. The
boundary conditions in the center of the disk are f�0�=0 and
��0�=0 and at the circumference of the disk we require
f��d�=0 since the function f�r� should be smooth in the pe-
riodic vortex lattice, and ��d�=1, since each vortex should
carry exactly one flux quantum.

Let us first observe that our approximate solution repro-
duces the exact value Eq. �16� of the critical field Hc2. In
fact, at the critical field f →0 and the solution to a linearized
version of Eq. �10� reads as �=	�0Hc2r2 /
0. In order to
satisfy the boundary condition ��d�=1, we therefore have to

choose d2=
0 / �	�0Hc2�. Introducing a dimensionless coor-
dinate �=r /L where L2=d2 / �2s�, the modified GL Eq. �9�
can be written as

f� +
1

�
f� + 
 d2

2���

− ��

2
−

s

�
�2� f = 0, �18�

where the primes denote derivatives with respect to �. For
d2=2���, Eq. �18� has a solution f ��se−�2/4, which satisfies
both f�0�=0 and f��d�=0. Comparing the two expressions
for d2, 2���=
0 / �	�0Hc2�, we end up with an expression
for Hc2 identical with the exact solution Eq. �16�. Magnetic
fields H�Hc2 are not admissible because then we would
have d2�2���. It is known that in that case Eq. �18� does
not possess normalizable solutions since this is most likely
because f���� does not vanish, this strongly suggests that Hc2
is the upper critical field of our approximate theory. Our
numerical results are in perfect agreement with this
observation.

Our next goal is to calculate the magnetization M as a
function of the applied field H. To this end, we calculate the
average free-energy density

�F =
1

	d2	
S

d2r�F ,

where the integral is taken over the disk S with radius d.

Note that �F is a function of the average magnetic field B̄

=

0

	d2 . Let us perform the Legendre transformation to the
Gibbs energy density �G which is a function of H, �G�H�
=�F�B̄�−HB̄. The optimal value of B̄ for a fixed value of H

can be found by minimizing �G with respect to B̄

��G

�B̄
= 0, H =

��F

�B̄
. �19�

The latter equation, together with B̄=�0H+�0M, allows us
to calculate the magnetization curve M =M�H�.

Actual calculation of magnetization curves has been per-
formed numerically. The average values �F have been cal-
culated using formulas analogous to both, Eqs. �12� and �13�,
enabling us to check the numerical accuracy. It is easy to see
that the analog of Eq. �14� does not apply in the present case
of finite d because for some of the per parts integrations
needed to arrive at this formula the surface term does not
vanish. Our numerical data shows that, in a wide range of
parameters s and �, the magnetization can be fitted in the
vicinity of the upper critical field by the formula

M = −
Hc2 − H

�2�2 − 1��A
, �20�

which is of the same form as in the usual GL theory. As
shown in Fig. 6, the parameter �A depends only very weakly
on s. It is worth pointing out that for s=1 we obtain �A
�1.147, which is very close to the exact value for the trian-
gular lattice1 �A�1.1596. This suggests that our approxi-
mate results for the magnetization curve are very good in the
vicinity of the upper critical field.
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Let us note that the minimization procedure Eq. �19� cor-
rectly reproduces not only Hc2 but also the lower critical field
Hc1, which can be determined by comparing the minimized
value �G with − 1

2�0Hc
2. Motivated by this observation, we

have calculated the complete magnetization curve M
=M�H�. The result is shown in Fig. 5. Comparison with the
exact low-field expansion shows that our approximation is
very good not only close to Hc2 but also in the vicinity of the
lower critical field. This leads us to assume that the full M
=M�H� curve is described with good accuracy.

Since there are three length scales in our problem, besides
the characteristic magnetic fields Hc1 and Hc2 we have ex-
pected a feature of the magnetization curve at an intermedi-
ate field Hc1�H��
0 / ��0�2��Hc2. Surprisingly, Fig. 5
shows that there are no features in the M =M�H� curve in the
vicinity of the third characteristic magnetic field H�.

IV. MAGNETIZATION CURVE FOR s\0

Let us summarize our results taking the triplet of param-
eters �, �0, and s as independent. In this language, the super-
conductor is characterized by three length scales: �, the am-
plitude coherence length, ��=s�, the phase coherence length,
and �=�0 /s, the weak-field penetration depth. The length
scale � determines the shielding properties of a weakly per-
turbed superconductor with f �1, as is apparent from Eq.
�7�. Furthermore, in this language the thermodynamic critical
field is independent of the parameter s, which measures the
weakness of the phase stiffness

Hc =

0

2	�2�0�0�
=


0

2	�2�0���

.

It is instructive to write down the simplified expressions for
the lower and upper critical fields in the limit s�1

Hc1 =

0s

4	�0�0
2 � Hc1

0 � s, Hc2 =

0

2	�0�2s
� Hc2

0 �
1

s
,

where the lower and upper critical fields of a usual GL su-
perconductor with s=1 have been denoted Hc1

0 and Hc2
0 , re-

spectively.
This means that, under decreasing the parameter s from

s=1, the thermodynamic field remains unchanged but the

superconductor becomes more strongly type-II: the lower
critical field decreases while the upper critical field increases.
This might have been anticipated from the change in the GL
parameter: initially it was �0=�0 /� and it has increased to
�=� /�=�0 /s. All of this has to occur in such a way that the
area under the magnetization curve does not change with s
since from thermodynamic considerations we know that2

	
0

Hc2

�− M�dH =
1

2
Hc

2.

Our result Eq. �20� is in perfect qualitative agreement with
this constraint: since �=�0 /s and since �A is roughly inde-
pendent of s, the slope of the magnetization curve decreases
by a factor s2 with respect to the usual superconductor. This
is exactly what is needed: the magnetization has to rise to an
s-times smaller height on a s−1-times larger distance, see Fig.
7.

V. COMPARISON TO EXPERIMENTAL DATA ON
UNDERDOPED CUPRATES

Although the GL theory is strictly applicable only close to
Tc, in what follows we will assume, in agreement with com-
mon practice, that it does describe, at least qualitatively, also
the low-T physics. At low temperatures we expect that reduc-
ing the doping, x, toward the critical doping xc for the ap-
pearance of superconductivity plays a similar role as increas-
ing the temperature toward Tc: in both limits, s vanishes.

It is worth pointing out that in the underdoped cuprates,
there exist two natural energy scales: the low-temperature
energy gap � and the critical temperature Tc, which are
vastly different and ��Tc, unlike in a simple BCS super-
conductor. Therefore, as has been repeatedly pointed
out,12–14 one can introduce two natural coherence lengths:

vF /� and 
vF /Tc. If we want to identify these two length
scales with our length scales, then we have to require ��0�
�
vF /Tc. We do get such an estimate from Eq. �2�, if we
take for the condensation energy �0Hc

2�0��N�0�Tc
2 where

N�0� is the density of states at the Fermi level and if we
estimate �0�0� by the standard formula without any Fermi-
liquid corrections. Furthermore, if we require ���0�
�
vF /�, then we get an estimate s�0��Tc /�. Note that this
suggests that on approaching the critical doping, ���0� stays
more or less constant, whereas it is ��0� which diverges, but
in such a way that Hc�0���0� stays constant as Tc→0.

The most straightforward argument against the applicabil-
ity of the conventional GL theory to underdoped cuprates is
as follows. Recent experiments on a set of high-quality un-
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FIG. 6. Parameter �A as a function of s for �=50.

FIG. 7. Schematic of magnetization curves for a usual supercon-
ductor, s=1, and for a superconductor with reduced phase stiffness,
s=1 /2.
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derdoped YBa2Cu3O7-x samples have studied the dependence
of the lower critical field9 and of the weak-field penetration
depth10,11 on the doping level. From now on we will param-
eterize the doping level x by the corresponding transition
temperature Tc�x� and we assume that at critical doping
Tc�xc�=0. The dimensionless lower critical field Hc1 ex-
tracted from the two data sets of Refs. 9 and 10 is shown in
Fig. 8. According to Eq. �15�, within the conventional GL
theory with s=1, the dimensionless lower critical field Hc1
should be constant, up to a weak logarithmic correction if �
depends on the doping level. The data in Fig. 8 is therefore
clearly inconsistent with the conventional GL theory.

It is worth pointing out that the doping dependence of Hc1
cannot be attributed to the fact that the first vortices enter
into the defect positions and that, therefore, the value of Hc1
depends on the amount of disorder in the sample. In fact, if
this mechanism were operative, then Hc1 should deviate
downwards from the intrinsic value. The downward devia-
tion should be strongest in the most disordered, i.e., the most
underdoped sample, in contradiction to the experimentally
observed upturn of Hc1 in the extremely underdoped region.

In what follows, we will show that the results for the
doping dependence of Hc1 find a natural explanation within
the modified GL theory. Our key assumption is that for un-
derdoped samples we have the scalings

s�0� � Tc
�; ��0� � Tc

−�; ��0� � Tc
−� �21�

with exponents � ,� ,�. This assumption is completely out-
side the realm of our classical theory and it should be con-
sidered as pure phenomenology. However, once this assump-
tion is made, within the modified GL theory we can predict
the scaling exponents of other observables; these predictions
are summarized in Table I.

Let us first note that, according to Ref. 10, the weak-field
penetration depth in the YBa2Cu3O7-x system scales differ-
ently with Tc in what we call extremely underdoped samples
with Tc�12 K where �=1, and in moderately underdoped
samples with Tc�12 K where �=0.5. Around Tc�12 K
also the exponents � and � may change. Further evidence for
this point of view is presented in the inset in Fig. 8 which
shows that if we take ln ��2.9, then samples with Tc
�12 K have s�1, whereas in samples with Tc�12 K we
have s�1. In other words, the value Tc�12 K divides the
samples with and without appreciable phase fluctuations.

In what follows we will analyze only the extremely un-
derdoped region. The inset in Fig. 8 shows that the experi-
mental data is not inconsistent with the exponent ��1 ex-
pected from s�0��Tc /�. As can be seen from Table I, the
remaining exponent � can be found, e.g., from the conden-
sation energy �0Hc

2�0� /2, which can, in principle, be deter-
mined from the specific-heat measurements. Unfortunately,
such an analysis seems to have been performed only for
moderately underdoped samples.16 On the other hand, very
careful measurements of the upper critical field Hc2�0�
�which has been called H0� in underdoped samples of
La2–xSrxCuO4 have been reported in Ref. 17. From their data
we find Hc2�0��Tc

0.7. Using the known value of � we would
have to conclude that ��0.85. However, since this value
does not satisfy the bound ��� expected because �� should
not vanish as Tc→0, we speculate that probably the ex-
tremely underdoped region has not been tested. In absence of
additional information, we therefore assume that ��1, as
expected from ��0��
vF /Tc.

In the last line of Table I we list the consequences of the
experimental values �=�=1 and of the hypothesis ��1. In
particular, note that outside the superconducting dome the
amplitude stiffness Hc� is finite and the phase stiffness Hc��

vanishes, in agreement with the disordered superconductor
picture of the pseudogap.

In the rest of this paper, let us discuss further experimen-
tal tests of the applicability of the modified GL theory to
underdoped cuprates. According to Fig. 1, for s�1 the nor-
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FIG. 8. Doping dependence of the dimensionless lower critical
field Hc1. The data points were determined making use of Eq. �15�
from the experimental data for �=��Tc� in Ref. 10 and from the
empirical formula for Hc1=Hc1�Tc� proposed in Refs. 9.15 The inset
shows s=s�Tc� determined from the data in the main panel using
Eq. �15� and assuming ln �=2.9. The line is a linear fit to the data
for Tc�10 K.

TABLE I. Predictions of the modified GL theory for the scaling exponents in the extremely underdoped region with s�1. Exponents
marked by � were calculated using ��1 and the scaling relations.

s�0� �−1�0� �−1�0� ��
−1�0� ��0� Hc1�0� Hc2�0� �0Hc

2�0� /2 Hc�0���0� Hc�0����0�

Scaling 1 / �s�� � /� 1 / �s�2� 1 / ��2s� 1 / ���s�2 1 / ��s� 1 /�

Exponent � � � �−� �−� 2�−� 2�−� 2��+�−�� �−� �

Experiment 1a �1� 1b �0� �0� 1 �1� �2� 0 1

aReferences 9 and 10.
bReferences 10 and 11.
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mal core is substantially suppressed compared with the con-
ventional GL theory. Naively one would therefore expect that
the local density of states in the vortex core is very different
from the predictions of the weak-coupling BCS theory. Scan-
ning tunneling spectroscopy does show such differences in
the vortex cores of cuprate superconductors.18 However, the
modified GL theory cannot be directly compared to these
experiments since the calculation of the density of states re-
quires a fermionic model. Moreover, as shown by Berthod,19

the core states are determined primarily by the phase field of
the order parameter and not by its magnitude; therefore one
should not seek a direct explanation of the anomalous local
density of states in the modified GL theory. However, it is
worth pointing out that some aspects of the vortex-core spec-
tra have been captured by a microscopic model with an ad-
ditional length scale20 which is somewhat related to our
modified GL theory.

We can further ask whether there is evidence for the ex-
istence of two different length scales in the scanning tunnel-
ing data. The spectra in overdoped samples seem to be gov-
erned by a single-length scale, see Figs. 46 and 49 in Ref. 18.
Unfortunately, we are not aware of similar studies in under-
doped cuprates.

Our theory makes a very specific prediction for the mag-
netic field profile in the vortices: for s�1, there should exist
sharp peaks in their centers, see Fig. 2 as well as Fig. 9,
where the magnetic field profile along a line passing several
vortex cores of a vortex lattice is shown. Such peaks might,
in principle, be observable by local magnetic field probes
such as scanning superconducting quantum interference de-
vice �SQUID� �Ref. 21� and Hall probe22 microscopies. We
have calculated the magnetic flux through a square loop L
�L as a function of the position of the loop center, as the
loop is moved along a line through the vortex core. We have
taken L=0.5 �m, as appropriate for the state-of-art scanning
Hall probe microscopes22 which currently have a better spa-
tial resolution than the scanning SQUID microscopes21 with
L=8 �m. We have also assumed that use is made of ex-
tremely underdoped samples with Tc=3 K which have a
large penetration depth10 ��2 �m, thus implying a favor-
able ratio L /��0.25. However, Fig. 10 shows that even if

the parameter s were as small as s=0.01, the experimental
signal would be hardly distinguishable from the conventional
case with s=1. This shows that the predictions of the modi-
fied GL theory for the magnetic field profile are unfortu-
nately beyond the current resolution of the scanning SQUID
and Hall probe microscopies.

It seems to be more promising to measure the magnetic
field profile in an isolated vortex by means of magnetic-force
microscopy. However, in this case one would have to mini-
mize the backaction of the microscope on the vortex.23 An-
other possibility would be to study the magnetic field distri-
bution in the vortex lattice Fig. 9, either by small-angle
neutron scattering,24 or by the muon spin-rotation
technique.25 A more detailed analysis of the latter possibility
is postponed to future work.

VI. CONCLUSIONS

In the first four sections of this paper, we have introduced
and analyzed a modified GL theory with independent values
of the amplitude and phase stiffness. The gradient terms in
the free-energy density have a natural form in the amplitude-
phase representation Eq. �3� but when written in terms of the
real and imaginary parts of the GL wave function ��r� in Eq.
�17�, they are seen to introduce additional nonlinearities.
These nonlinearities lead to some unconventional properties
of the vortices, such as the fractional power law of the order
parameter f�r��rs and the sharp peak of the magnetic field in
the vortex center.

In Sec. V we have applied our results to experimental data
on underdoped cuprates. The apparent inconsistency between
the weak-field penetration depth and the lower critical field
data, Fig. 8, can be naturally explained within the modified
GL theory. In order to facilitate further tests of our theory, we
have postulated power-law scalings, Eq. �21�, of the three
characteristic length scales of the modified GL theory with
the doping level. Making use of these power laws, we have
predicted the scaling of several observable quantities, such as
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Hc1, Hc2, and the condensation energy. Together with the
directly measurable weak-field penetration depth, we can
thus obtain four experimental constraints on the three expo-
nents � ,� ,�. Our theory is therefore experimentally falsifi-
able. More detailed measurements of Hc1, Hc2, and the con-
densation energy on the extremely underdoped YBa2Cu3O7-x
samples studied in Ref. 10 are necessary in order to confirm
the preliminary results reported in Table I. Another possibil-
ity to test the modified GL picture is to study the magnetic

field profile in an isolated vortex or in the vortex lattice.
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